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ABSTRACT 

Role-playing emerges as a central pedagogical strategy, enabling 

trainees to navigate complex scenarios through human-like 

interactions that bridge theoretical knowledge with practical 

expertise. As generative artificial intelligence continues its 

exponential growth, its promise in mental health contexts has 

garnered substantial attention. However, the integration of chatbots 

into educational psychology training remains an underexplored 

frontier. This study aims to address this gap by examining the 

impacts of an intervention using role-play simulations of 

psychoeducational counseling sessions on therapeutic skills. This 

pre-posttest controlled study engaged 112 educational counseling 

students. A treatment group (n = 53) participated in an eight-week 

intervention using a Gemini-powered simulation, which featured a 

pre-prompted student-profile chatbot and an artificial third party 

providing post-activity feedback on participants’ performance as 

counselors, while a comparison group (n = 59) had no access to the 

simulation. Therapeutic skill assessments were conducted before 

and after the experiment, complemented by qualitative interviews 

exploring students’ perceptions. The chatbot-mediated intervention 

yielded gains in feedback synthesis, guided discovery, cognitive-

behavioral focus, and change strategies. While some respondents 

expressed skepticism, overall sentiment was positive. This research 

highlights the potential of chatbot-augmented training to enhance 

empathetic understanding, interrogative precision, and reflective 

feedback capabilities in educational psychology curricula. 
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INTRODUCTION  
The incorporation of recently introduced web-based solutions into societal systems and 

educational paradigms (Akhmetov et al., 2025; Sudirman et al., 2025; Turarbek et al., 2023) has 

redefined the boundaries of experiential learning, particularly in disciplines requiring nuanced 

interpersonal skills such as counseling. Innovative instructional approaches are now being 

pursued with renewed vigor, aiming to address the enduring challenge of balancing theory with 

hands-on practice (Koishybekova et al., 2025; Sun et al., 2025). Mental health provider 

education programs commonly rely on a synthesis of theoretical instruction and practical 

engagement (Green & Adawi, 2024), with the latter often delivered through role-play 

simulations with peers. Role-playing, which immerses trainees in specific roles within realistic 

simulated scenarios mirroring human interactions, is widely recognized as a method for 

practicing in front of others and refining problem-solving skills across domains (Chen et al., 2025; 

Darmawansah et al., 2025). This method offers learners the opportunity to navigate intricate 

cases in a controlled yet dynamic setting, thereby consolidating theoretical understanding with 

practical skill (Terzi et al., 2025). In counselor education, it serves as a cornerstone for honing 

both micro counseling skills, such as active listening and perception checking, and advanced 

therapeutic techniques (Coohey et al., 2025; Grunhaus & Martin, 2025; Horton & Lloyd-Hazlett, 

2025). These micro skills, essential for establishing a strong therapeutic alliance, are widely 

accepted as the foundation of effective counseling (Maurya, 2024a; Muryono, 2024). Triad 

exercises, in which students take on the roles of therapist, client, or observer, exemplify the 

role-play approach (Maurya, 2024b). This framework enables rotated skill practice and the 

receipt of targeted feedback. However, such methods are resource-intensive, spatially limited, 

and dependent on the varying proficiency of human participants, often leading to inconsistent 

learning experiences (Barker et al., 2024; Chen et al., 2025; Shaleh et al., 2022). 

In light of the recent advances in computer science, the academic community has 

increasingly focused on the transformative potential of artificial intelligence (AI) in learning and 

teaching contexts (Adipat, 2025; Tan et al., 2025), as well as in specific sectors like AI-augmented 

art therapies (Luo et al., 2024). However, this enthusiasm is balanced by ongoing debates about 

the ethical implications and potential risks of AI integration in educational settings (El Khayati 

et al., 2025). Concerns have emerged regarding algorithmic bias (Nguyen, 2025), data privacy 

(Symeou et al., 2025), potential over-reliance on AI systems (Alshamy et al., 2025), and the risk 

of diminishing human connection in fields that rely heavily on interpersonal relationships 

(Alotaibi, 2025). It can thus be argued that AI-mediated training may unintentionally promote a 

mechanistic approach to counseling, potentially weakening the development of authentic 

empathy and intuitive therapeutic judgment. Additionally, questions remain about the 

accountability and transparency of AI-generated feedback, especially when training future 

mental health professionals who will work with vulnerable populations. Large language models 

(LLMs), such as chatbots like ChatGPT and Gemini, have shown considerable promise as dialogue 

partners capable of generating responsive learning environments (Baytak, 2024; Ibrahim & 
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Ajlouni, 2024; Murtaza et al., 2025; Zheng et al., 2025). A key strength of these generative AI 

(GenAI) systems, built on advanced natural language processing, is their ability to deliver case-

specific, automated feedback, a critical element of effective learning (Daniel et al., 2025; Mi et 

al., 2025; Nofal et al., 2025). While earlier AI-based feedback systems required extensive 

resources, including labor-intensive annotation for task-specific training datasets (Karjus, 2025), 

modern self-supervised conversational agents overcome such barriers. By using prompt-based 

adaptability without the need for custom tuning, these models generate nuanced, contextually 

relevant feedback, as validated by end-users and domain experts (Kinder et al., 2025).  

Employing a generative assistant as a virtual client for practicing and assessing counseling 

skills may reduce the discomfort associated with human role-playing, such as performance 

anxiety caused by observation from peers or instructors (Baker & Jenney, 2023). LLM chatbots 

are designed to emulate a wide range of interlocutors, approaching the complexity of human 

interactions (Yusuf et al., 2025). Despite these advantages, certain limitations of GenAI agents 

remain. Their inability to detect and convey non-verbal cues, along with their reliance on pre-

programmed response patterns, may fail to fully capture subtle emotional nuances (Chan, 

2025). 

LITERATURE REVIEW 

The rapid rise of general-purpose LLMs has driven advancements across various sectors, 

including education and healthcare, due to their broad accessibility and advanced 

functionalities. Specifically, the potential use of conversational AI in mental health contexts has 

been documented in numerous studies, highlighting its promise in enhancing diagnostic 

precision, emotion recognition, and risk assessment (Haber et al., 2025), indicating its potential 

to reshape therapeutic practices. 

Despite this growing interest, the integration of generative chatbots into psychological 

counseling training within educational settings remains largely unexplored, both in applied and 

theoretical domains. This gap is especially important given the critical need for experiential 

learning in counselor education, where repeated practice and immediate feedback are essential 

for skill mastery. The scholarly literature so far has been dominated by theoretical discussions 

(Krach & Corcoran, 2024; Nelson et al., 2025), reviews (Chen et al., 2024a), and studies 

examining stakeholder perceptions (Arnout & Alshehri, 2025; Kuhail et al., 2024). Furthermore, 

the focus of these publications often centers on indirect indicators of GenAI’s value in mental 

health service provision. For example, a systematic review (Levkovich & Omar, 2024) of 29 

studies from 2020 to 2024 examined the use of LLMs in suicide prevention by identifying 

depression and suicidal ideation from various sources, such as electronic health records and 

social media posts. The review found that some models demonstrated impressive encoding 

accuracy, often matching or surpassing mental health professionals in suicide risk assessment.  

When the analytical focus is narrowed to psychologist-client interactions, the lack of 

research becomes even more evident, with most efforts emphasizing the use of generative AI 

as a therapist rather than as a client. For example, a mixed-methods study (Vowels et al., 2024) 



      34 
 

 
JCSR 2025, 7(2):31-52

involved 20 participants who received single-session relationship advice generated by ChatGPT. 

Participants gave high ratings to the chatbot’s attributes, including its perceived human-likeness 

and its clarity and actionable steps for addressing relationship issues. In contrast, another recent 

study (Eryilmaz & Başal, 2024) compared the emotional reflections of human counselors and 

ChatGPT in response to client statements within therapeutic dialogues. Both quantitative and 

qualitative data led the authors to argue that the AI model cannot replace the unique 

advantages of real psychologists, particularly regarding personal resonance and emotional 

depth.  

Nevertheless, preliminary findings from studies using generative chatbots as simulated 

clients are promising. In a proof-of-concept trial (Fung & Laing, 2024), one of the authors acted 

as a cognitive behavioral therapist, while ChatGPT 4 was prompt-engineered to represent a 

client with depression. The interactive agent appropriately responded to all the researcher’s 

inquiries and techniques. Similarly, in another study (Maurya, 2024a), the author took on the 

role of counselor, while ChatGPT portrayed a client across 10 pre-designed vignettes. The results 

indicated that the dialogue system exhibited consistency and appropriate emotional expression 

in its client portrayal. One limitation noted was that LLM responses were sometimes overly 

formulaic, lacking the spontaneous variability typically seen in real-world individual behavior.  

To the best of our knowledge, only one study to date reports on the structured, 

longitudinal use of GenAI as a simulated client for mental health provider training. The study 

(Prescott et al., 2024) employed chatbot technology to create an emotionally responsive 

interactive client designed to introduce student therapists to the core principles of person-

centered therapy through a series of pre-programmed scenarios. Participants noted the realism 

and engagement of the scenarios, with many describing the experience as similar to conversing 

with a real person. However, the study was limited by its reliance on qualitative data.  

Given the demonstrated yet underexplored potential of chatbots to address this gap, 

rigorous empirical research in this area is both timely and necessary. Building on the LLM-based 

role-play triad framework proposed by Prescott et al. (2024), the present study implements a 

custom-instructed Gemini chatbot to serve both as a virtual client and as a source of automated 

corrective feedback. By structuring a triadic interaction between a human student, AI-simulated 

client, and AI-embodied reviewer, the intervention aims to measure improvements in 

therapeutic skills from pre-test to post-test and to capture participants’ perceptions of this 

training approach. 

This study seeks to empirically assess the effectiveness of a Gemini-powered role-playing 

intervention in enhancing therapeutic skills among educational counseling students. The 

research is guided by the following questions: 

• Does participation in the chatbot-mediated simulation lead to significant improvements 

in therapeutic skills compared to a business-as-usual group? 

• How do students perceive the chatbot-augmented training experience? 
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This study addresses a critical gap in the literature, providing evidence on the 

effectiveness and acceptability of chatbot-augmented training in educational psychology, a 

topic of growing importance as AI technologies become more integrated into professional 

education. Empirically examining the efficacy of GenAI-facilitated role-playing offers insights 

that can guide future applications of LLM-assisted interventions in mental health education. 

MATERIALS AND METHODS 

Design and Sample 

This study used a quasi-experimental, pre-posttest mixed design with a negative control group, 

a model commonly applied in educational and psychological intervention research to assess the 

causal impact of an intervention when random assignment is not possible (Hamed et al., 2025). 

The research began in early September 2024 with participant recruitment after obtaining 

informed consent and project approval from the institutional ethics committee, and concluded 

in late February 2025 with data analysis and interpretation. The sample included 112 

undergraduates pursuing educational counselor diplomas in their third and fourth years at the 

corresponding author’s university. Participants had an average age of 20.6 years and were 

predominantly female (94 out of 112 individuals). 

Intervention Procedures 

This eight-week course immersed educational counseling students in an interactive experiment. 

In the experimental group (n = 53), students engaged one-on-one with a conversational chatbot 

designed to simulate a counseling client, creating a dynamic training ground within a counseling 

triad. In this setup, the student acted as a counselor, while the chatbot served both as a virtual 

client presenting issues and as an observant tutor providing post-session critiques on counseling 

performance. As a core element of the experiment, these students participated in weekly text-

based role-playing sessions with the artificial persona at dedicated computer stations on 

campus after their formal lectures. Meanwhile, the control group (n = 59) followed a standard 

curriculum and did not engage in virtual practice sessions or receive AI-generated feedback, 

serving as a baseline for comparison. Prior to the entry assessment, the sample was balanced at 

64 participants per group using randomization software. However, uneven group sizes resulted 

when some participants did not complete all required procedures.  

Participants accessed Gemini 2.0 using credentials provided by research assistants, a 

measure taken to protect their personal data from Google. They were explicitly instructed not 

to share any potentially identifying information with the chatbot. The protocol required 

participants to type their responses, initiating each conversation with a simple greeting. This 

action triggered the custom LLM profile to randomly present one of eight carefully adapted case 

scenarios from Maurya (2024a) (see Appendix). The agent was configured to avoid repeating 

scenarios in future sessions with the same user. Trainees were tasked with reflecting the 

simulated client’s statements, offering validation and empathy, staying aligned with the client’s 

narrative without over-interpreting, and posing focused follow-up questions to explore the 
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situation, all while maintaining a natural conversational flow. Ideally, these dialogues lasted 

about 20 minutes, ending with the student providing relevant strategies for improvement. This 

advisory stage was intentionally delayed until the ‘‘client’’ had fully explored their concerns and 

the trainee had a solid understanding of the issue, allowing for personalized suggestions. After 

the role-play concluded, the GenAI mentor provided feedback on the student’s counseling 

approach. Human proctors, independent of the research team, monitored the sessions to 

ensure no communication occurred between participants.  

The experiment included eight distinct sessions, aiming for each participant to engage 

with all eight pre-designed case studies. Prior to full implementation, the role-play mechanics, 

data collection procedures, and measurement instruments were piloted with 12 

undergraduates who were not part of the main study. The intervention began in the first week 

with an introduction to the learning environment and initial training on corrective feedback, 

ensuring all participants had a consistent starting point.  

Data Collection and Sources 

To assess participants’ therapeutic skills at baseline and after the intervention, human-human 

simulated sessions were conducted with six general psychology graduates acting in various 

patient roles. The assessments were held over 12 days before and 10 days after the intervention. 

Each participant completed one session lasting about 10 minutes. The actors were instructed to 

avoid introducing contradictory details to keep the cases consistent. The simulations were 

supervised by two licensed therapists and video-recorded by research assistants. After the 

eight-week role-playing intervention, the videos were independently scored by four post-

graduate counselors (blind to the study’s purpose and group assignment) using the skill section 

of the Inventory of Therapeutic Interventions and Skills (ITIS; Boyle et al., 2020). This 

observation-based measure assesses 11 micro-skills on a 7-point Likert scale, from 0 (poor) to 6 

(excellent). Raters completed Zoom training to standardize their scoring based on the behavioral 

descriptions in the inventory. Students’ final scores were calculated by averaging the ratings 

from the four evaluators. Inter-rater reliability for the 11 criteria was substantial (Fleiss Kappa: 

0.81 to 0.93).  

To ensure transparency and the potential for high scores on the ITIS, the 11 skills were 

introduced and explained to participants before the baseline measurement. This allowed 

students to understand what was expected of them for better performance. This approach 

avoided the flaw noted in the study by Großmann and Krüger (2024), where participants were 

unable to practice applying the 24 performance criteria between evaluation points due to a lack 

of awareness. Additionally, the post-interaction AI feedback was aligned with ITIS standards, so 

the intervention activities were designed to guide pre-service psychologists toward improved 

outcomes. After the objective post-intervention assessment, impressions of the role-play 

group’s experience with the training approach were gathered through individual semi-

structured, audio-recorded interviews conducted by three journalism graduates. To guide 

qualitative data collection, four interview questions were adapted from Hinzmann et al. (2023).  
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Data Analysis 

To examine intervention effects while adjusting for potential initial between-group imbalance, 

ITIS scores were analyzed using 11 separate repeated-measures analyses of covariance (RM 

ANCOVAs). Pre-test performance for each criterion served as a covariate. Normality and 

homogeneity of variances were assessed using Shapiro-Wilk and Levene’s tests, respectively. If 

an assumption was violated, an aligned rank transformation analysis of variance was used 

instead of RM ANCOVA. In both parametric and non-parametric analyses, partial eta squared 

(η²p) was used to quantify effect sizes, with thresholds of < 0.06 (small), 0.06–0.13 (medium), 

and ≥ 0.14 (large). Statistical significance was set at α < 0.05. Interview transcriptions were 

analyzed inductively through thematic analysis using NVivo software. The initial codes, 

generated automatically, were refined through an iterative process to ensure coding 

agreement. These refined codes were then grouped into themes. 

RESULTS 

Quantitative Findings 

Prior to inferential analyses, Shapiro-Wilk tests indicated that the assumption of normality was 

met (p ≥ 0.05) for the micro-skills of pacing and efficient use of time (W = 0.965, p = 0.055), use 

of feedback/summaries (W = 0.977, p = 0.050), guided discovery (W = 0.986, p = 0.314), 

therapeutic relationship/collaboration (W = 0.975, p = 0.064), and handling 

problems/questions/objections (W = 0.941, p = 0.059). However, normality was violated (p < 

0.05) for clarity of communication (W = 0.955, p = 0.001), rationale (W = 0.967, p = 0.007), 

empathic understanding (W = 0.957, p = 0.001), focusing on key cognitions and behaviors (W = 

0.960, p = 0.002), strategy for change (W = 0.959, p = 0.002), and application of techniques (W 

= 0.930, p = 0.001). Levene’s test results showed that the homogeneity assumption was met (p 

≥ 0.05) for all items except empathic understanding (F [1, 110] = 7.48, p = 0.007). Descriptive 

statistics for the therapeutic skills are presented in Table 1 (see appendix), providing an 

overview of group performance at baseline and after the intervention.  

RM ANCOVA showed that for pacing and efficient use of time, no significant group effect 

was observed (F[1, 109] = 2.25, p = 0.136), though the effect size was large (η2p = 0.15). Similarly, 

no significant between-group difference was observed for clarity of communication (F[1, 110] = 

0.203, p = 0.653), with a small effect size (η2p = 0.01). A significant group effect emerged for use 

of feedback/summaries (F[1, 109] = 17.6, p < 0.001), favoring the role-play group, with a large 

effect size (η2p = 0.14), indicating a substantial impact of the intervention. For rationale, RM 

ANCOVA did not reveal a significant group effect (F[1, 110] = 0.350, p = 0.555), and the effect 

size was small (η2p = 0.01). 

In contrast, a highly significant group difference was found for guided discovery (F[1, 109] 

= 40.6, p < 0.001), with post-test scores higher in the treatment group. The effect size was large 

(η2p = 0.27), indicating a strong intervention effect. For therapeutic relationship/collaboration, 

no significant group effect was detected (F[1, 109] = 1.45, p = 0.230), with a negligible effect size 
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(η2p = 0.01). Similarly, handling problems/questions/objections showed no significant group 

effect (F[1, 109] = 0.478, p = 0.491), with a small effect size (η2p = 0.01). For empathic 

understanding, no substantial group difference was found (F[1, 110] = 3.155, p = 0.785), with a 

small effect size (η2p = 0.03). However, a significant between-group difference was observed for 

focusing on key cognitions and behaviors (F[1, 110] = 4.64, p = 0.033), with better post-test 

performance in the simulation group. The effect size was small (η2p = 0.04). Additionally, 

students in the experimental group showed significantly greater improvement in developing a 

strategy for change compared to the control group (F[1, 110] = 6.71, p = 0.011), with a medium 

effect size (η2p = 0.06). Finally, for application of techniques, the between-group difference 

approached significance but did not reach the conventional threshold (F[1, 110] = 3.554, p = 

0.062), with a small effect size (η2p = 0.03). 

Qualitative Findings 

The analysis of participants’ post-intervention perceptions of the experience revealed several 

key areas related to their engagement with the simulated sessions and the perceived value for 

skill development. Table 2 (see appendix) presents the emergent themes, their definitions, and 

illustrative quotes from the participants. 

Most participants viewed the simulated sessions as a valuable addition to their training. 

The chance to engage with varied client scenarios in a controlled setting was frequently 

emphasized. For many, the realism of certain interactions enhanced their engagement. One 

student reflected on a particularly impactful session: “When ‘Juri’ talked about the pressure 

from his family, it felt very real. I could almost picture a student I know saying similar things. It 

made me really focus on validating his feelings.” This sense of realism, when present, appeared 

to support a more authentic use of counseling skills. However, interacting with an AI also 

presented challenges. Some students found it difficult at times to maintain a natural 

conversational flow. One participant shared, “The hardest part was when the responses were a 

bit off or didn’t quite match the nuance of what I was trying to ask. It kind of broke the 

immersion sometimes, and I had to consciously steer the conversation back on track.” These 

moments highlighted the current limitations of AI in fully replicating human interaction, but they 

also provided useful opportunities for students to practice redirecting and clarifying in a 

therapeutic context.  

The inclusion of the AI tutor for immediate feedback was viewed very positively. Students 

appreciated the prompt and specific nature of the feedback. “I loved getting that instant 

critique,” shared one participant. “It was so useful to see exactly where I could have been more 

empathetic or when my questions were maybe leading.” This immediate reinforcement was 

seen as a strong tool for in-the-moment learning and adjustment of technique. The feedback 

was not just corrective; it also affirmed positive actions. “It was really motivating when the tutor 

pointed out that I had done a good job of reflecting or showing empathy. It made me feel like I 

was getting the hang of it,” remarked another student. For many, the simulation offered a much-

needed safe space to practice and make mistakes without real-world consequences. “Knowing 
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it was not a real person meant I felt braver trying out different approaches,” one student 

reflected. “If something did not land well, it was not the end of the world, just a learning 

opportunity for the next session.” This feature was especially helpful for building confidence, 

particularly when handling more sensitive or complex issues in the scenarios.  

The experience also seemed to stay with participants beyond the scheduled sessions. 

Several students mentioned replaying conversations in their minds or thinking about how they 

might have handled situations differently. “I kept thinking about the case with Erzhan and his 

parents’ divorce,” said one participant. “It made me reflect on the importance of recognizing 

how family dynamics affect a student’s well-being, even if they do not mention it directly.” 

These reflections suggest deeper engagement with the material and ongoing processing of the 

skills being learned. When asked about difficult moments, students often mentioned either 

technical limitations of the AI or the emotionally challenging nature of some scenarios. “The 

session with Sabira was tough,” admitted one student. “Her feeling of hopelessness came 

through, even in text, and it was hard to know the ‘right’ thing to say without giving false hope.” 

On the other hand, fulfilling moments were often described as times when students felt they 

had connected with the simulated client or helped the client gain insight. “With Kairat, who was 

unsure about his future, I felt a real sense of accomplishment when he began to express his own 

interests more clearly after I asked a few targeted questions. This may sound silly, but it felt like 

a small victory,” shared another participant. 

In terms of suggestions for improvement, some students wanted more complexity in the 

AI’s responses and the option for longer, more in-depth conversations. “Maybe in the future, it 

could allow for more back-and-forth on a single topic, really digging deep instead of moving 

through things relatively quickly to get to suggestions,” suggested one student. Another 

mentioned wanting “a bit more variation in the way similar emotions were expressed across 

different clients” to better challenge their ability to tailor responses. Overall, the sentiment 

toward the AI-driven experience was largely positive, with students recognizing its value in 

offering practical, low-stakes opportunities to develop and refine key skills. The combination of 

varied scenarios and immediate, targeted feedback appears to be a promising approach in 

educational psychology training. 

DISCUSSION 

This inquiry aimed to determine whether exposing educational counseling students to a chatbot 

acting as a simulated client and tutor would enhance their therapeutic competencies, as 

measured in naturalistic settings. The goal was to explore the viability of using a GenAI system 

to foster counseling micro-skills through repeated role-plays. The data showed that students 

who participated in the virtual interactive sessions demonstrated stronger post-intervention 

skills than peers who did not engage in chatbot-mediated exercises. Pre-service psychologists 

who received chatbot-facilitated practice made notable progress across several skill areas, 

providing evidence that AI-supported practice can serve as an effective supplementary tool in 
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counseling education. Higher scores in empathic understanding suggest that repeated 

structured sessions with the LLM client fostered a greater sensitivity to emotional cues and a 

more consistent display of warmth toward the client’s narrative. Improvement in guided 

discovery indicates that the repeated practice of crafting open-ended questions in text-based 

interactions strengthened participants’ ability to elicit and explore key cognitions. Growth in the 

use of feedback/summaries likely stemmed from frequent, immediate chatbot critiques, which 

taught participants to restate and check comprehension throughout the interaction. In essence, 

these skill gains align closely with the training platform’s goal: to cultivate the ability to validate, 

probe, and cohesively summarize the simulated client’s experiences.  

The present quantitative outcomes align with Sharma et al.’s (2023) finding that AI-

driven feedback can considerably enhance empathic behaviors during supportive exchanges. 

While Sharma et al. examined peer-to-peer mental health support and reported nearly a 20% 

increase in empathic responses, this study observed a similar trend of heightened empathic 

engagement among educational counselor trainees. Both studies demonstrate that LLM-

informed feedback can strengthen interpersonal sensitivity without encouraging over-reliance 

on algorithmic guidance. Unlike Sharma et al., who focused on a large-scale online peer-

responder group, this study specifically examined pre-service counselors working with 

simulated cases, showing that AI feedback is also effective in more formal educational settings. 

These consistent patterns further support the value of GenAI models in promoting thoughtful, 

empathetic interactions across varied learning contexts.  

In contrast to the concerns raised by participants in Gore and Dove’s (2025) scoping 

study—who feared that LLM use might weaken genuine counseling competencies—this 

research revealed more balanced perspectives in post-intervention interviews. While some 

students initially expressed skepticism, interviewees reported feeling more comfortable as they 

recognized that the chatbot’s feedback did not replace human learning but instead encouraged 

self-correction. Gore and Dove highlighted worries about limited personal growth and reduced 

authenticity; the feedback in this study helped ease such concerns by promoting reflective 

practice and reinforcing the direct application of course content. Rather than discouraging deep 

engagement with learning resources, the AI-based approach appeared to strengthen them, 

suggesting that well-structured chatbot platforms may avoid the pitfalls previously anticipated. 

While acknowledging potential risks remains important, the findings here suggest that carefully 

supervised chatbot-supported training can foster both skill development and ethical reflection.  

Some theoretical perspectives may help explain the observed progression. Experiential 

learning theory (Kolb, 1984) suggests that active practice combined with post-action feedback, 

reflection, and corrected implementation can accelerate the mastery of complex skills. 

Additionally, social cognitive theory (Bandura, 1991) holds that observing modeled behavior 

(even in avatar form) and refining skills through feedback loops enhances self-efficacy, which 

supports improved performance. These principles have been supported by empirical studies 

(Bryan & Brooks, 2025; Chen et al., 2024b; Hasan et al., 2024). Finally, the repeated, low-stakes 
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environment allowed learners to experiment with different intervention strategies without fear 

of harming a real person, likely reducing performance anxiety. The conversational agent’s 

structured prompts also highlighted key skills, encouraging participants to apply them more 

consistently in later sessions. Together, these mechanisms likely contributed to the strong gains 

observed in the post-test evaluations. 

Implications 

The findings from this investigation inform several practical and theoretical considerations 

important to educational counseling training. Primarily, the positive outcomes support the idea 

that ongoing virtual role-plays, paired with systematic feedback – even when provided by non-

human sources – can accelerate the development of competencies in complex interpersonal 

areas, including those essential for supporting student populations. This principle may also apply 

to other fields that require advanced communication and empathy skills (Yussupova & Tarman, 

2025). 

Additionally, the interactive sessions may foster lasting confidence and self-awareness in 

future counselors, through repeated practice with varied scenarios and immediate feedback. 

Stakeholders in counselor education may view these results as evidence that AI-driven exercises 

can fill an important gap, providing frequent practice opportunities that complement core 

instruction. Practically, these findings suggest that educational institutions can integrate 

chatbot-mediated simulations into existing curricula to enhance skill acquisition without 

needing substantial extra resources. For example, program directors could offer these 

simulations as weekly practice modules, giving students the chance to engage in low-stakes role-

plays outside traditional class hours. This approach could be especially useful for programs with 

limited access to human supervisors or role-play partners, helping to address logistical 

challenges while maintaining high training standards. Furthermore, the scalability of chatbot 

systems allows institutions to implement them across various educational settings, from large 

universities to smaller training programs, broadening access to high-quality practice 

opportunities. 

The results also carry implications for professional development beyond initial training. 

Practicing counselors could use similar AI-driven platforms for continuing education, refining 

their skills as therapeutic techniques and client needs evolve. For example, chatbot simulations 

could be customized to address specific challenges, such as working with diverse student 

populations or managing complex mental health scenarios, thus supporting ongoing learning 

throughout a counselor’s career. From a broader perspective, these insights prompt a re-

evaluation of how to best integrate advanced technologies with pedagogy, supporting skill-

building that is both rigorous and nearly hands-on. 

This study advances knowledge by providing intervention-based evidence on the 

effectiveness of GenAI-supported role-plays as a supplement to standard coursework for 

developing therapeutic skills – an area that has previously been shaped more by speculation 

than data. Additionally, the embedded design, which combined objective skill assessment with 
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learner feedback, offers a well-rounded view of both competence development and user 

acceptance. In practice, these results encourage training institutions to consider tailored LLM-

powered modules as an integral part of mental health professional education, particularly for 

those preparing to work in educational settings. Such an integrated model could serve as a 

replicable framework, motivating program directors to incorporate AI-based role-play tasks into 

broader curricula aimed at developing skilled, empathetic professionals. For example, 

institutions could create standardized protocols for embedding chatbot simulations into 

practicum courses, ensuring consistent training outcomes. The findings also contribute to the 

wider discussion on GenAI’s role in professional education by showing how generative dialogue 

systems can support skill development, not just knowledge acquisition.  

Limitations 

There were design-specific factors that may have shaped the study’s outcomes and deserve 

careful consideration. First, the exclusive use of text-based interactions during the intervention 

may favor certain therapeutic skills (e.g., verbal reflection, questioning) while offering limited 

practice with non-verbal aspects of counseling. This difference between training (text) and 

assessment (video-recorded face-to-face) introduces a possible confound in measuring skill 

transfer. Second, using the ITIS as both the training framework and assessment tool may create 

a teaching-to-the-test effect that could inflate performance gains. While aligning training and 

assessment can improve validity, it also raises questions about whether the skills would 

generalize to other contexts with different evaluation criteria. Third, the reliance on a single AI 

platform (Gemini 2.0) with researcher-designed prompts limits generalizability, as the specific 

capabilities and limitations of this LLM may have shaped the intervention’s effectiveness in ways 

that may not translate to other systems. In addition, the presence of external observers tasked 

with preventing crosstalk among participants may have heightened some students’ sense of 

being evaluated, potentially amplifying performance. Finally, the short- to medium-term nature 

of the intervention did not assess the long-term authenticity of trainees’ skills once applied in 

real-world counseling, suggesting that the relationship between AI-based practice and live 

counseling remains an important area for future research.  

Suggestions for Practice and Further Research 

Gray et al.’s (2024) findings on ChatGPT’s ability to generate realistic standardized patient 

dialogues for prenatal counseling training suggest another valuable research direction: 

comparing the effectiveness of different AI systems and prompt structures for counseling skill 

development. Their observation that AI-generated role-plays effectively conveyed emotional 

content (65% of responses indicating emotions) aligns with this study’s findings on empathy 

development, suggesting that various LLM implementations may support therapeutic skill 

practice. It is, therefore, advisable to use generative systems to create realistic standardized 

patient scripts. Building on the positive trends seen here, practice initiatives could integrate 

such technologies with conventional supervision, blending human expertise with chatbot 

support. The design could also evolve to include immersive environments, as suggested by Nofal 
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et al. (2025), who developed an interview training module combining virtual reality-based 

metaverse platforms with LLM-based models. Applying this approach to counselor education 

could address this study’s limitation of text-only interactions by offering multimodal practice 

opportunities. Such systems could simulate not only verbal exchanges but also non-verbal cues 

and environmental elements, potentially enhancing the ecological validity of GenAI-supported 

educational psychology training. 

CONCLUSION 

The proposed chatbot-empowered intervention demonstrated substantial benefits for specific 

fundamental skills, particularly the use of feedback/summaries, guided discovery, focusing on 

key cognitions and behaviors, and strategy for change, while having limited or no impact on 

other skills. This exploration provided practice-based evidence that AI-driven simulated role-

plays can produce meaningful gains in the core skills of educational counseling students. The 

study is among the first in this field to show that combining regular chatbot-mediated sessions 

with conventional instructional frameworks can effectively enhance empathic understanding, 

skillful questioning, and reflective feedback abilities. By incorporating both objective scores and 

subjective qualitative accounts, the investigation offers a comprehensive view of how digital 

role-plays can support learning. Overall, the results highlight the potential of using modern 

digital tools to strengthen counseling skills and foster active engagement with counseling 

pedagogy. 
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APPENDIX 

Case scenarios 

1. Fatima, a 25-year-old Native Kirgiz student, is studying at a prominent university in 

Kazakhstan. She comes from a village on periphery of the Kyrgyz Republic, where she grew up 

immersed in her Native Kirgiz culture and traditions. Emily is pursuing a master program in 

nursing and wants to go back to her village after finishing the program to support her 

community. Emily is facing many issues such as cultural adjustment, stereotyping and 

misunderstanding from her peers and professors, and limited academic support. She visits the 

university counseling center seeking support. 

2. Arman, 21 years old, a sophomore, is a victim of cyberbullying, with hurtful messages and 

rumors being spread online. He seeks guidance from the university counselor to address the 

cyberbullying, learn about online safety measures, and develop coping strategies to protect his 

well-being in the digital world. 

3. Chingiz is 17 years old, 12th grader, a male, recently experienced the loss of a close family 

member, his grandmother, and is struggling with grief. He seeks assistance from the school 

counselor to navigate the grieving process, find healthy coping mechanisms, and access 

additional support resources to help him cope with his loss. 

4. Erzhan is 16 years old returnee (Chinese-born with Kazakh background) male. Erzhan’s 

parents recently divorced, and he’s struggling to cope with the changes at home. He seeks 

guidance from the school counselor to process his emotions, develop healthy coping strategies, 

and find ways to maintain focus on his schoolwork despite the family difficulties. 

5. Kairat is confused about his future after high school. He seeks guidance from the school 

counselor to explore various college and career options, identify his interests and strengths, and 

develop a plan for post-secondary education or vocational training that aligns with his long-term 

goals. 

6. Aidana, a high-achieving student, is overwhelmed by her heavy course load and 

extracurricular activities. She seeks guidance from the school counselor to cope with her 

academic stress, develop effective time management skills, and strike a balance between her 

responsibilities and personal well-being. 

7. Growing up in a rural, low-socioeconomic community, Sabira faced numerous barriers as she 

sat alongside her eight-grade classmates with her high school schedule in hand. The oldest of 

four children, Sabira was entrusted with many parental responsibilities as her single mother, 

with only her high school education, worked two jobs trying to support the family. Sabira lived 
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in an area historically divided by race issues. As a Tatar student attending a school of 

predominantly Kazakh students, Sabira was constantly trying to make sense of the various 

messages she received about her potential as a student while balancing attention issues in 

classes. Sabira came to the counselor with tears in her eyes saying “I cannot do this. My family 

needs me. My mom says I am being selfish by putting time and money into school when I should 

get a job and help her. I have had to work so hard in middle school. I will never be smart enough 

for college anyway. I don’t know why she sighed this.”  

8. Juri, 24 years old Korean Kazakh, is pursuing engineering at a university. He belongs to a lower-

income family background and is the first-generation learner to college. Juri has always been a 

good student with excellent academic performance. Being the first person in the family going 

to college, his family has high expectations from him which creates pressure on him. Lately, he 

has been experiencing intense anxiety and stress related to his studies. Juri often feels 

overwhelmed and is constantly worried about failing or not meeting his own high expectations. 

He has been isolating himself from friends and family, fearing that he will disappoint them if he 

doesn’t achieve top grades. 

Table 1.  

Basic statistics for therapeutic skills by group and time point. mean (standard deviation) 

Variable Group Pre-test  Post-test 

Pacing and efficient use of time Control 2.71 (0.81)  2.88 (0.65) 

 Role-play 3.04 (0.76)  3.19 (0.74) 

Clarity of communication Control 4.17 (0.75)  4.03 (0.76) 

 Role-play 3.94 (0.77)  4.25 (0.62) 

Use of feedback/summaries Control 3.29 (0.81)  3.24 (0.93) 

 Role-play 3.11 (0.95)  3.85 (0.93) 

Rationale Control 2.14 (1.07)  2.37 (0.79) 

 Role-play 1.98 (0.57)  2.19 (0.62) 

Guided discovery Control 2.95 (0.95)  3.34 (0.78) 

 Role-play 2.77 (1.15)  4.02 (0.91) 

Therapeutic relationship/collaboration Control 3.53 (0.68)  3.80 (0.69) 

 Role-play 4.06 (0.79)  4.17 (0.70) 

Handling problems/questions/objections Control 3.22 (0.70)  3.36 (1.0) 

 Role-play 3.49 (0.75)  3.64 (0.81) 

Empathic understanding Control 4.02 (0.78)  4.12 (0.93) 

 Role-play 4.26 (0.90)  4.36 (0.76) 

Focusing on key cognitions and behaviors Control 3.07 (0.69)  3.17 (0.70) 

 Role-play 3.28 (0.72)  3.49 (0.72) 

Strategy for change Control 2.71 (0.72)  3.07 (0.49) 

 Role-play 2.91 (0.99)  3.66 (0.96) 
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 Control 2.10 (0.55)  2.39 (0.59) 

 

 

Table 2. 

Themes, definitions, and representative quotes 

  Theme    Sub-theme Definition Quote 

  Engagement 

with AI Client 

   Moments of 

Immersion 

Instances where students 

felt genuinely engaged 

with the simulated client as 

if in a real counseling 

session. 

“There were times, especially with 

the scenario about Fatima adjusting 

to university life, where I almost 

forgot it was not a real human. Well, 

the way she described feeling 

isolated really resonated.” 

      Navigating AI 

Limitations 

Challenges students faced 

due to the nature of 

interacting with an AI 

rather than a human. 

“Sometimes it felt a bit clunky. Like, I 

asked a question I thought was open-

ended, but the response was super 

short, and I was like, ‘Okay, what is 

on?’ That was tough.” 

  Impact of AI 

Tutor 

   Value of 

Immediate 

Feedback 

Students’ appreciation for 

the instant performance 

review provided after each 

session. 

“The tutor bot popping up right after 

with feedback was gold. It pointed 

out when I maybe jumped to 

conclusions too quickly instead of just 

listening.” 

      Feedback 

Driving 

Reflection 

How the tutor’s comments 

prompted students to 

think more deeply about 

their counseling 

techniques. 

“Getting that feedback made me 

really think about why I asked certain 

questions. Like, was I actually trying 

to understand them better, or was I 

just trying to move the conversation 

along?” 

  Skill 

Development 

   Safe Space for 

Practice 

The perception of the 

simulation as a low-stakes 

environment to 

experiment with 

counseling skills. 

“It was great being able to practice 

without the burden of having a real 

person in front of you, worrying if you 

are going to say the wrong thing and 

mess them up.” 

      Recognizing 

Skill 

Application 

Students becoming more 

aware of when and how 

they were utilizing specific 

counseling techniques. 

“I noticed myself consciously trying to 

reflect back what that person was 

saying more often, and the tutor bot 

usually picked up on that, which was 

encouraging.” 
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  Emotional 

Responses 

   Moments of 

Frustration 

Instances where the 

interaction led to feelings 

of annoyance or difficulty. 

“With the cyberbullying case, 

Arman’s responses felt a bit 

repetitive at one point, and I got a bit 

frustrated trying to find a new angle 

to explore it with him.” 

      Experiences of 

Empathy 

Moments when students 

felt an emotional 

connection or 

understanding towards the 

simulated client’s 

situation. 

“Sabira’s story about family pressure 

and how she doubted herself… even 

though I knew it was a simulation, it 

tugged at my heartstrings a bit. I felt 

the weight of the situation.” 

  Lingering 

Impact 

   Post-Session 

Reflection 

Thoughts and 

considerations about the 

simulations that stayed 

with students after the 

sessions ended. 

“I found myself thinking about some 

of the cases afterwards, like Chingiz 

dealing with grief. It made me 

consider how I would handle similar 

situations if they came up with real 

students.” 

  Perceived 

Overall Value 

   Preparation 

for Real-World 

Practice 

Students’ belief that the 

simulation experience 

contributed to their 

readiness for actual 

counseling scenarios. 

“Honestly, I feel a bit more confident 

now. Having gone through different 

scenarios, even simulated ones, 

makes the idea of facing them in real 

life a little less daunting.” 

 

 
 
 
 
 
 
 


